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Abstract. Distinguishing between human and machine-

generated texts has been a task of recent interest in 
Natural Language Processing (NLP), especially in the 
face of the malicious use of Large-Language Models 
(LLMs). As the result of this, several state-of-the-art 
methods and approaches have been proposed, 
providing promising results. However, some of them are 
unreliable in explaining how features influence the 
detection of human and machine-generated texts. In this 
sense, previous studies have explored the effectiveness 
of traditional machine learning algorithms using lexical 
features based on ASCII code characters. Nevertheless, 
not all these features are used, which may difficult this 
task. Therefore, in this paper, we propose a 
dimensionality reduction of these features to improve the 
performance of this text vectorization using traditional 
machine learning algorithms. The proposed 
dimensionality reduction has been tested in the 
AuTexTification task in English and Spanish documents. 
According to the results, the dimensionality reduction of 
features improves the performance of machine-learning 
algorithms, serving this vectorization as inputs to more 
advanced machine-learning algorithms. 

Keywords. Large-language models (LLMs), machine 

learning algorithms, ASCII-based text vectorization, 
dimensionality reduction, AuTexTification. 

1 Introduction 

The Natural Language Processing (NLP) has been 
an active subfield of research for Artificial 
Intelligence (AI) over the last three decades, 
proposing several applications such as Machine 
Translation (MT), Automatic Text Summarization 
(ATS) [12, 13], Sentiment Analysis (SA) [11], 
Chatbots [9], etc. However, significant advances 
have been achieved since the creation of Large-

Language Models (LLMs). According to [9], the 
LLMs are learning models that can process, 
comprehend, and generate natural language text, 
whose training is done with massive datasets of 
language. Currently, the most popular LLMs are 
the Generative Pre-trained Transformer (also 
known as GPT) [14, 20], Pathways Language 
Model (PaLM) [5], BLOOM [24], and ChatGPT. 
Nevertheless, other LLMs have been released 
year by year, such as Falcon [17], LLaMA [29], and 
Gemini [8], among others. 

Nowadays, LLMs are being extensively used 
for different purposes, such as searching relevant 
information from news, customer service, social 
media content creation, answering questions 
naturally, and others. In general, LLMs have 
demonstrated that they can produce high-quality 
texts regarding grammaticality, fluency, coherence 
[15], and usage of real-world knowledge [20]. 
However, LLMs can be misused to spread false 
information, reviews, and opinions to influence 
people's interests. 

Recent studies have shown that content 
produced by LLMs is generally more accurate than 
human-generated information but also presents 
more persuasive disinformation [28]. As a result, it 
is becoming increasingly difficult to differentiate 
between LLM-generated content and human-
generated content [32]. Moreover, the 
government, academia, and industry have 
proposed ethical regulations regarding using these 
models [30]. 

On the other hand, this situation motivates the 
research community to develop methods that can 
distinguish human-generated texts from machine-
generated texts. Some of them are based on 
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traditional machine learning algorithms [10, 22, 
27], well-known vector representations [23, 32], 
text representation models [27], and other LLMs [2, 
7]. In addition, academia and industry have 
organized large-scale shared tasks for the same 
purpose, such as RuATD-2022 [25] and DagPap24 
[4]. In particular, AuTexTification (Automatic Text 
IdenTification) [23] has been a task of recent 
interest because several efforts have been made 
to develop methods to detect human and machine-
generated texts in different domains. 

In previous works [23], it has been observed 
that LLMs-based classifiers usually perform better 
than traditional machine learning algorithms. 
However, the LLMs are unreliable in explaining 
how features influence the detection of human and 
machine-generated texts. In this sense, Rojas et. 
al. [22] explored the effectiveness of supervised 
and unsupervised machine learning algorithms, 
using lexical features based on the characters of 
the ASCII code. 

Although the results obtained from supervised 
machine learning algorithms perform better than 
the baseline methods, it is necessary to determine 
what features are more relevant to the task. 
Therefore, in this paper, we analyze what features 
from the ASCII code are helpful to detecting human 
and machine-generated texts. 

From such analysis, we perform a 
dimensionality reduction of these features to train 
machine learning classifiers, such as the Multilayer 
Perceptron (MLP), Naive Bayes (NB), Logistic 
Regression (LR), and K-Nearest Neighbors (KNN). 
Thus, we assume that if the most frequent features 
of ASCII code are used, the classification will 
be improved. 

The rest of the paper is organized as follows: 
Section 2 describes the background and previous 
studies. Section 3 briefly describes the supervised 
machine-learning methods used in this study. 
Additionally, we describe the lexical features to 
represent each document and select the 
most relevant. 

Section 4 explains the experiments and 
obtained results of the proposed dimensionality 
reduction. In addition, we compare it to baseline 
and state-of-the-art methods. Finally, Section 5 
describes the conclusions of this work and 
exposes future works. 

2 Background and Previous Studies 

The need to identify texts created by humans and 
machines first arose in relation to fake news. 
Previous studies [28] revealed that humans tend to 
rate disinformation produced by LLMs as more 
credible than disinformation written by humans. 
The first work that followed this idea was done in 
[32], whose idea was to propose a generative 
model called GROVER that creates and detects 
fake news. 

This model is based on the transformer 
architecture (GPT2) and BERT to detect automatic 
fake news. It places a special [CLS] token at the 

end of each article and then extracting the final 
hidden state. This state is fed to a neural layer, 
which predicts who created each news article 
using Human and Machine tags. 

Afterward, other studies have concentrated on 
developing baseline models to determine whether 
a text was written by a human or a machine. For 
instance, Solaiman et al. [27] applied a baseline 
model representing each text document through 
TF-IDF vectors obtained from the Bag-Of-Words 
(BOW) and Bigrams text representation models. 
These vectors were introduced into a Logistic 
Regression algorithm to distinguish WebText 
articles written by humans from texts generated by 
GPT-2. 

Additionally, other studies have explored the 
differences between humans and automatic 
detectors (e.g., GROVER [32]) in identifying LLM-
generated texts. As a result, the following 
observations were stated: (i) humans may better 
detect semantic errors of LLMs than automatic 
detectors, and (ii) automatic detectors can identify 
LLM-generated texts by spotting an excessive use 
of high-probability words. 

Although the works mentioned before 
contributed to the task, they focused on specific 
domains, which poses a challenge when text 
documents come from different domains to news. 
In this regard, the RuATD-2022 [25], DagPap24 
[4], and AuTexTification [23] were proposed as 
shared tasks to detect human and machine-
generated texts from several domains (e.g., 
historical texts, Wikipedia pages, social media 
posts, scientific papers, etc.). 

In particular, AuTexTification has attracted the 
research community's attention because it 
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included several LLMs to detect (e.g., GPT, PaLM, 
BLOOM, and ChatGPT) according to the following 
subtasks: 

1. Human or Generated: Develop methods to 
distinguish between machine or human-
generated text written in English and Spanish in 
different domains. 

2. Model Attribution: Unlike subtask 1, automatic 
methods must attribute the authorship of each 
text to one of six LLMs labeled as A, B, C, D, E, 
and F. Therefore, the names of the LLMs 
behind the classes are not provided. 

In the context of Subtask 1, several methods 
have been proposed. For instance, the authors in 
[7] employed textual, readability, complexity, 
sentiment, emotion, and toxicity features as inputs 
to train traditional and deep learning algorithms. 
Other works employ individual and ensemble 
classifiers of LLMs based on the GPT2 and GPT3 
architectures [1, 2]. 

Subsequently, Rojas et al. [22] proposed a text 
vectorization based on the ASCII code. This 
vectorization considers the frequency of characters 
to determine the probability that each character 
may appear from a given document. Formally, this 
vectorization is shown in Eq. (1): 

ASCII(d) = [p(c1), p(c2), … , p(c255)], p(ci) =
f(ci)

len(d)
. (1) 

The function ASCII(d) receives the input 
document d. Next, it generates a vector 

representation of 255 values; each p(ci) 
represents the probability that the character ci 
appears in d. Such probabilities are calculated by 

dividing the frequency of character ci (f(ci)) and 

len(d) (an essential function that counts the 
number of characters). Furthermore, we 
considered the value p(c256) for emojis or unknown 
characters that may appear in the same document. 

With this representation in mind, we have 
sought a lower dimensionality vector 
representation able to capture only relevant 
features of a document. Moreover, it is language-
independent because we do not require linguistic 
resources to represent the information provided in 
the document. 

However, not all these features were used, so 
their selection would be a suitable alternative for 
improving human and machine-generated text 

detection. On the other hand, in this paper, we 
focused on experimenting with the dimensionality 
reduction of features, where selected features are 
introduced to supervised machine 
learning methods. 

3 Proposed Dimensionality 
Reduction of Features 

In this section, we briefly describe the 
dimensionality reduction of features considered for 
each algorithm. Subsequently, we provide a 
general description of the machine-learning 
algorithms used in this work. 

3.1 Reduction of Dimensionality 

As mentioned in Section 2, the function ASCII(d) 
creates a vector of 256 probabilities in which each 

ci appears in d. Nevertheless, in the previous work 
[22], not all characters obtained a probability value 
because some are not commonly used in English 
text documents. 

For this reason, it is necessary to determine 
how many features obtained probability values 
greater than 0. Therefore, we create a histogram 
(see Fig. 1), which displays the mean probability 
values for each feature. 

According to the values shown in Fig. 1, we 
observe that the character number 33 (whitespace) 
is the most probable to appear for any input 
document. Moreover, we notice that punctuation 
marks (character numbers 39 − 47), numbers 

(character numbers 48 − 57), and letters in 

lowercase (character numbers 98 − 122) are likely 
to appear in any document. We have estimated 
that only 91 features have probability values 
different from 0. 

That is, only 35.54% of features are being used 
to represent each document. Thus, we considered 
these 91 features as inputs to machine learning 
algorithms, reducing 64.46% of the dimension from 
the original vector representation. 

3.2 Machine-learning Algorithms 

MLP. The Multilayer Perceptron (MLP) is a deep 
learning model composed of three types of fully 
connected layers: (i) the input layer, (ii) one or 
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more hidden layers, and (iii) the output layer. 
Furthermore, this model can capture complex data 
relations and solve Pattern Recognition (PR) tasks, 
such as classification or regression. 

LR. The Logistic Regression (LR) measures the 

relationship between a set of features (X) and a 

binary output (y ∈ {0,1}). Mathematically, LR is 
expressed as 1/(1 + e−z), where z is the linear 

combination between the input features (xi) and 

model parameters (wi). The output values range 
from 0 to 1, indicating the likelihood that the input 

belongs to the output 1. 

NB. The Naive Bayes (NB) algorithm relies on 
the Bayes' theorem, which deals with the 
probability calculus. For classification tasks, the 
NB computes the probability that a pattern may 
belong to a specific class, considering its 
input features. 

KNN. K-Nearest Neighbors (KNN) is a widely 
used machine learning algorithm that operates on 
the majority rule principle. It predicts the label of a 
test data point by assigning it to the class most 
common among its K nearest training data points 
in the feature space. 

4 Experimental Results 

This section is structured as follows: First, we 
portray the AuTexTification dataset and evaluation 
metrics used to measure the performance of the 
proposed feature dimensionality reduction. Next, 
we highlight the key experiments conducted with 
each algorithm discussed in Section 3.2 and their 
corresponding results.  Finally, we compare the 
performance of these classifiers with state-of-the-
art and baseline methods. 

4.1 Document Collection 

In relation to the subtasks of AuTexTification (see 
Section 2), we have centered on Subtask 1. Unlike 
the previous experimental approximation [22], we 
tested the proposed vector representation in 
English and Spanish text documents. 

Thus, the dataset comprises 55677 English 
documents and 52191 Spanish documents. 
Humans and LLMs generated these documents in 
five domains: tweets (currently known as posts), 
reviews, how-to articles, news, and legal 

documents. Table 1 provides an overall description 
of this dataset. 

For the English language, 33845 documents 
compose the training set, which is relatively 
balanced per class (Human or Generated).  

In the test set, 21832 documents were used, 
and it is also balanced per class. On the other 
hand, for the Spanish language, 32062 documents 
compose the training set, which is also balanced 
per class. 

In the test set, 20129 documents were used, but 
unlike the English language, this set shows an 
evident imbalance in classes. For the evaluation 
stage, the Macro F-measure was used. 

4.2 Experimenting with the Parameters of 
Machine-learning Algorithms 

To test the performance of the dimensionality 
reduction, we performed several experiments in 
the parameters of algorithms described in Section 
3.2 to fine-tune generated models.  

Each algorithm received as input the vector 
representation of features discussed in Section 2, 
along with the corresponding feature reduction 
detailed in Section 3.1.  

Below, the best parameters of each algorithm 
are described. 

– MLP: The best parameters of the MLP consist 
of five hidden layers, each containing 300, 250, 
500, 100, and 10 neurons. To avoid overfitting, 
we included Dropout layers in the second (0.2) 
and third (0.5) hidden layers. The neurons of 
these layers employ the ReLu function. Finally, 
in the output layer neurons, we employ the 
sigmoid function. Moreover, we used the 
Adam algorithm for the learning process, 
iterating it in 50 epochs. 

– LR: Like previous work [22], we employed the 
default parameters of the LR provided by the 
scikit-learn Python library [16]. 

– NB: We experimented with the same NB 
variants as in the previous work [22]. 
Nevertheless, we selected the Bernoulli NB in 
this experiment because it obtained the 
best results. 
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– KNN: For this algorithm, we employed the 
default parameters provided by the scikit-learn 
Python library [16]. 

After experimenting with the parameters of 
each algorithm, we evaluated their effectiveness 
using confusion matrices. Fig. 2 shows the 
confusion matrices obtained by the MLP method. 
Based on the results, the MLP performs better at 
distinguishing human-written texts in English 
compared to Spanish, correctly classifying 
1260 texts. 

This is because the distribution of sets in the 
Spanish dataset is not balanced; therefore, it is 
necessary to provide more human-written 
documents or perform oversampling methods. 
Despite these observations, we observe that in the 
Spanish language obtained higher results 
according to the F-measure (see Table 2). 

On the other hand, Fig. 4 shows the confusion 
matrices obtained by the LR method. In general, 
we notice that LR could better distinguish human-
generated texts in English than in Spanish, 
correctly classifying 3757 human-generated texts. 
However, the overall performance of both models 
is not so different regarding F-measure (see 
Table 2). 

According to the confusion matrices displayed 
in Fig. 3, the NB algorithm better distinguishes 
human-generated texts in the English language 
than Spanish texts, classifying 3,431 human-
generated texts correctly. In other words, we 
observe a similar tendency for both languages 
concerning the previous comparisons. 
Nevertheless, the classification in the Spanish 
language obtained higher results according to the 
F-measure (see Table 2). 

Finally, in Fig. 5, we show the confusion 
matrices obtained by the KNN method. Unlike 
previous comparisons, we notice that the model 
generated by the KNN method better distinguishes 
human-generated texts in Spanish than English 
texts. Therefore, as expected, the F-measure 
score is higher in the Spanish set (see Table 3). 

4.3 Performance of the Proposed 
Experimentation with regards to State-of-
the-Art/Baseline Methods 

To evaluate the performance of the proposed 
dimensionality representation, we compare its 
efficacy concerning state-of-the-art methods and 
heuristics. Below, we briefly describe the 
baseline approaches. 

 

Fig. 1. Distribution of probabilities of features obtained from ASCII code 

Table 1. Number of documents per class in English and Spanish (Subtask 1) 

 English Spanish 

Class Training Test Training  Test 

Human 17046 10642 15787 8920 

Generated 16799 11190 16275 11209 

Total 33845 21832 32062 20129 
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– BOW+LR: This baseline represents each 
document in a BOW at character and word 
levels, creating n-grams of sizes from 1 to 6 
[18, 26]. Finally, the resultant representation 
was input to an LR with default 
parameters [16]. 

– LDSE (Low-Dimensionality Semantic 
Embeddings): This method represents text 
documents as probability distributions of 
tokens in the different classes of LDSE [21]. 
Afterward, the resultant representations are 
introduced to a Support Vector Machine (SVM) 
classifier with default parameters [16]. 

– Random: This baseline considers the class 
balance for any subtask and language. 
Therefore, the value of the baseline random is 
0.5000. 

– SB-FS and SB-ZS: The AuTexTification 
organizers used the Symanto Brain API to 
create the Few-shot (SB-FS) and Zero-shot 
(SB-ZS) models as baselines to classify 
human and machine-generated texts [23]. 

– Transformer: It is a method based on the 
HuggingFace ecosystem to fine-tune pre-
trained transformers [31] with default 
parameters [23]. 

English 

 

Spanish 

 

Fig. 2. Confusion matrices obtained by the MLP in English and Spanish languages 

English 

 

Spanish 

 

Fig. 3. Confusion matrices obtained by the NB in English and Spanish languages 
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In addition to the before-mentioned baselines, 
the following list describes the state-of-the-art 
methods that have achieved the best results. 

– TALN-UPF: The proposed method of this team 
was centered on measuring “predictability” 
(i.e., how likely a given text is according to 
several LLMs [19]). In addition, they 
considered linguistic and semantic information 
from texts to train a neural network. 

– CIC-IPN-CsCog and Drocks: The first team 
implemented a method based on BERT and 
GPT-2 Small [2] models, while the team 
Drocks employed a method based on an 
ensemble of neural models that generate 
probabilities from various pre-trained LLMs, 
which were then used as input features for a 
traditional machine learning classifier. 

According to the results shown in Table 3, the 
MLP (highlighted in bold) performed better than all 
baseline approaches and some state-of-the-art 

English 

 

Spanish 

 

Fig. 4. Confusion matrices obtained by the LR in English and Spanish languages 

English 

 

Spanish 

 

Fig. 5. Confusion matrices obtained by the KNN in English and Spanish languages 
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methods for both languages. The main difference 
between our experimentation and all baselines lies 
in using lexical features and their corresponding 
dimensionality reduction (see Section 3.1). 

Therefore, we only considered 89 features for 
each document, whose calculus is based on the 
most frequent characters of the ASCII code.  

Furthermore, the proposed representation has 
a lower dimensionality than BOW+LR (10,000 

features), which in turn shows a 
better performance. 

In comparison to the results obtained from the 
first experimental approximation (highlighted in 
italics) [22], the proposed reduction of 
dimensionality provides a better classification oh 
human and machine-generated texts, improving in 
the results of each classifier. For instance, the MLP 
performs better (0.6849 and 0.7195) than its 
corresponding first approximation (0.6291 and 

Table 2. Performance of machine learning algorithms using the proposed dimensionality reduction 

 English Spanish 

Algorithm Recall Precision F-measure Recall Precision F-measure 

MLP 0.95746 0.53314 0.68491 0.97680 0.56943 0.71945 

LR 0.78874 0.56177 0.65618 0.86868 0.56561 0.68513 

NB 0.85362 0.56983 0.68343 0.94629 0.56405 0.70680 

KNN 0.83164 0.53538 0.65141 0.66518 0.58314 0.62146 

Table 3. Macro F-measure results between the proposed dimensionality reduction and state-of-the-art methods 

Name English Spanish 

TALN-UPF (Hybrid_plus) [19] 0.8091 0.7077 

TALN-UPF (Hybrid) [19] 0.7416 0.6772 

CIC-IPN-CsCog (run2) [2] 0.7413 0.5989 

Drocks (run2) [1] 0.7330 0.6432 

MLP (this work) 0.6849 0.7195 

NB (this work) 0.6834 0.7068 

NB [22] 0.6626 0.6522 

BOW+LR (Baseline [23]) 0.6578 0.6240 

LR (this work) 0.6562 0.6851 

KNN (this work) 0.6514 0.6215 

LR [22] 0.6294 0.5856 

MLP [22] 0.6291 0.6128 

LDSE (Baseline [23]) 0.6035 0.6358 

KC [22] 0.5966 0.4987 

SB-FS (Baseline [23]) 0.5944 0.5605 

Transformer (Baseline [23]) 0.5710 0.6852 

Random (Baseline [23]) 0.5000 0.5000 

AHC [22] 0.4891 0.4630 

SB-ZS (Baseline [23]) 0.4347 0.3458 
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0.6128). Therefore, the proposed reduction over 
the number of features improves this task. 
Nevertheless, we observed that there is a 
significant gap concerning state-of-the-art 
methods. Thus, we need to consider this 
representation the basis of modern classifiers. 

5 Conclusions 

In this paper, we have analyzed and evaluated the 
performance of machine learning algorithms 
through a dimensionality reduction of lexical 
features, which are based on character probability 
distributions. Such a reduction of features is based 
on the idea that some characters appear more 
frequently in documents. 

Therefore, their representation is more helpful 
for machine learning algorithms than using all 
possible features (256). Subsequently, they have 
been used as inputs to machine learning 
algorithms, such as MLP, LR, NB, and KNN. 

In particular, the MLP performed best for both 
languages (English and Spanish). In comparison to 
the baseline and state-of-the-art methods 
explained in the previous section, the proposed 
reduction of features provides a better 
classification between human-written and 
machine-generated texts. 

As mentioned in Section 3, we selected 89 
features from 256 previously proposed in [22] to 
detect human and machine-generated texts, and 
according to the results shown in Section 4, there 
are improvements in this dimensionality reduction 
over baselines and state-of-the-art methods. 
However, there are areas of improvement to 
distinguish human-generated texts for both 
languages better (see Section 4.2). 

Therefore, it is necessary to include other 
features that analyze the texts at syntactic and 
semantic levels or even use the proposed features 
to train a neural network (e.g., transformers) to 
model lexical features. 

In future work, we will focus on several aspects 
of the proposed representation of features. The 
first is using these features as inputs to state-of-
the-art classifiers, such as CNNs, LSTM, or 
transformers [3]. As the second future work, we 
seek to incorporate more advanced and 
explainable text features, such as text complexity 

[6], readability assessment, vocabulary, and 
emotion analysis. 

Finally, we will analyze the performance of 
these features for other NLP tasks, such as 
sentiment analysis and the detection of fake news. 
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