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Abstract. Keyphrases provide a compact representation
of a document's content and are useful in Web
search systems, text data mining, and natural language
processing applications.  The keyphrase extraction
domain has been developing for a long time, and
achieving further improvements is becoming increasingly
challenging. Algorithms compete for minimal gains,
highlighting the significance of demonstrating ways to
enhance the quality of both existing algorithms and those
yet to be developed. This article aims to demonstrate
and approve a simple way to enhance keyphrase
extraction algorithms by using extended stop words.
This enables the improvement of keyphrase extraction
algorithms on average by 4% and more.Nevertheless,
no studies have been conducted that compare different
stop-word lists and their impact on the domain. Our goal
is to overcome this gap. We compared the impact of both
existing extended and standard stop-word lists on the
performance of 10 unsupervised keyphrase extraction
algorithms across 5 datasets (a total of 10 sub-datasets
were used). We aimed to highlight that researching
methods for constructing and using extended stop-word
lists deserves attention and could become one of
the sub-directions in the keyphrase extraction domain.
Extended stop words, when a suitable list is selected,
consistently enhance the performance of algorithms in
a stable and statistically significant manner. Based on
the obtained results, we can assume that knowing the
type of text from which keyphrases need to be extracted
allows us to select the most appropriate stop-word list.

Keywords. Keyphrase extraction, stop words, NLP.

1 Introduction and Related Work

Keyphrases succinctly summarize a document’s
content and the process of automatic keyphrase
extraction involves the automated identification of
significant and topic-relevant phrases from a text.
Keyphrases play an important role in enhancing
the capabilities of information retrieval systems
[15, 8, 37, 6, 12] and contribute to natural language
processing applications, e.g. document clustering
[16], text classification [20], opinion mining [2], text
summarization [21, 9], web tagging [27], and more,
making the extraction of keyphrases an important
area of data mining. Typically, keyphrases range
from one to five words in length. The example
of text (scientific abstract) with its keyphrases is
presented in Table 1.

This study is dedicated to exploring
unsupervised methods based on keyphrase
candidate extraction. These methods include two
steps: initially, potential keyphrases are identified
and extracted from the text; subsequently, these
candidates are scored and ranked to determine
the final keyphrases. Unsupervised keyphrase
extraction techniques can be categorized into
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Table 1. Example: scientific abstract and keyphrases
from the INSPEC dataset

E-government.The author provides an
introduction to the main issues surrounding
E-government modernisation and electronic
delivery of all public services by 2005. The
author makes it clear that E-government is
about transformation, not computers and hints
at the special legal issues which may arise.

graph-based [29, 35, 14, 7, 5], statistical-based
[31, 13, 8] and embedding/transformer-based
[1, 23, 25, 10, 24, 34, 11, 33] approaches.

The results in the field are still far from
high, and algorithms compete with each other
for minimal improvements. Therefore, even
small improvements play a role when comparing
algorithms that extract keyphrases. In [36], the
work of [26] is cited as the work where authors
remove some words that are too common to be
keywords. In our paper we call this kind of words:
extended stop words. The list of these words from
[26] is not publicly available [36].

[36] reports the 5% drop in performance of
[26] approach without this list. It indicates that
the influence of incorporating extended stop-words
can be tangible. These 5% allow the algorithm
from [26] to outperform the results of the algorithm
from [36]. Without removing the specified words,
the approach from [36] performs better than [26].
However, only a few studies specifically RAKE [31]
and our study [30] focus on extended stop words
in the keyphrase extraction domain and propose
approaches to automate the process of extracting
these words from the texts.

The authors of YAKE [8] also use a feature that
helps reduce the weight of common words that
do not reflect the context. The Word Relatedness
to Context feature in YAKE looks like an attempt
to find words similar to stop words in a hidden
form. There are no studies in the field that compare
different extended stop-word lists or examine their
impact on the performance of existing algorithms.

To address this issue, we compared different
stop-word lists (common and extended) on 10
unsupervised KE algorithms and 10 subsets
of five datasets. Obtained results demonstrate
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that exploiting different stop-word lists affects
the quality with which algorithms process
test collections, and extended stop-word lists
can noticeably improve the evaluation quality
of algorithms.

An additional aim of this work is to highlight
that researching methods for constructing and
using extended stop-word lists deserves attention
and could be one of the sub-directions in the
KE domain.

Extended stop words enhance the performance
of algorithms. At the end of the paper, we will
show that improvement is achieved in most cases
when extended stop-word lists are used with an
average improvement of 4.5%-6% (in some cases,
such improvement reaches up to 16%).

All studies in this work were conducted
using datasets consisting of abstracts of scientific
papers. Keyphrase extraction from these types
of texts has attracted attention due to the active
development of electronic libraries and e-learning
platforms. Experiments were performed based on
the Python-based Keyphrase Extraction framework
(PKE) [4], which guarantees their correctness
and reproducibility.

2 Keyphrase Extraction Problem, PKE
Settings, Evaluation, and Datasets

2.1 Keyphrase Extraction

Keyphrase Extraction is defined as follows. Let
D = {d1, do, ..., d,} be a set of n documents.
Each document d; € D has reference phrases
(also called gold standard) — a set of keyphrases
predefined by the experts C; = {¢;,, ¢y, ..., ¢i,, }-
The goal of an unsupervised keyphrase extraction
approach is for each text d; € D automatically
extract a list of keyphrase candidates, score them,
create a ranked list, and select k& (@k) top-ranked
phrases as keyphrases G; = {gi,, Gins ---» Yir}
that should match the set of reference phrases
as precisely as possible in terms of exact match
Precision, Recall and F1gcore - F1 (described below
in subsection 2.3 Evaluation).
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2.2 PKE and Algorithms Settings

To guarantee the correctness of the
implementation of the algorithms exploited in
the research and the reproducibility we used
PKE framework. PKE [4], a comprehensive
Python-based Keyphrase Extraction framework,
incorporates  implementations of keyphrase
extraction techniques that were state-of-the-art at
the time of its creation.

To operate identically with all the unsupervised
keyphrase extraction algorithms involved in the
study we exploited all of them in the same way: as
candidate-based approaches similar to how it was
done in PKE paper [4]. We exploited the following
unsupervised methods implemented in PKE:

Graph-based (TextRank, SingleRank,
TopicRank, PositionRank,  TopicalPageRank,
MultipartiteRank) and statistics-based

(FirstPhrase, Tfldf, KP-Miner, YAKE) [4].

In all experiments, candidate phrases are
extracted from the texts as continuous sequences
of nouns and adjectives that are not stop words
and satisfy the following pattern: < ADJ >*<
NOUN | PROPN >+. Consequently, all exploited
methods differ only in the ranking step.

2.3 Evaluation
2.3.1 Keyphrase Extraction Evaluation

PKE evaluates an algorithm using the exact
match macro-average F1g.0e @Kk, “@k” means that
only k keyphrases can be extracted for each
text. Flgore comparing a set of automatically
extracted keyphrases for the text with a set of
keyphrases marked for the same text by experts
(reference keyphrases).

The score for each text d; is calculated by
comparing the set of keyphrases extracted for
the text (G;) with the set of reference phrases
from that text (C;). Precisiong, and Recallg,
are calculated, based on which the F1scoredi is
determined as follows: '

.. . |(Cz N GZ)‘
Precisiong, = BRI (1)
(G Gy)
Recall,;, = 7‘@‘ , (2)

2 x Precisiong, x Recallg, 3)
~ Precision,, + Recally, ’

F1 scoreg,

where |C; N G;| - is the number of correctly
extracted phrases for text d;, |G;| - is the number
of phrases automatically extracted by the algorithm
from the text, |C;| - is the number of reference
phrases for text d;.

We use k=10 as the most frequent way of
evaluation in the domain. We do not remove
phrases that do not occur in the corresponding text
from reference keyphrases. This practice exists in
the domain, e.g. in [19, 35] and it makes Recall
and Fgre higher. Following standard practice in
the domain, we performed stemming on all phrases
before evaluating their quality.

PKE uses an exact match Flgge: An
automatically extracted keyphrase is considered a
true positive if the reference phrases contain the
same phrase. If there is a semantically equivalent
but visually distinct phrase, it is considered a
false positive. This is an evaluation error,
one of the errors described in [17] that causes
low-performance quality in the domain.

Despite this, the Flge is exploited in
most papers to compare keyphrase extraction
algorithms and is the main and standard evaluation
approach in the domain. Throughout the text, the
quality of the performance of keyphrase extraction
algorithms will be understood as their Flggore
evaluation on test datasets.

2.3.2 Statistical Tests

We use statistical tests to demonstrate statistically
significant differences in the performance of
10 unsupervised keyphrase extraction algorithms
when they exploit different stop-word lists. We
compare the results of the algorithms that exploited
two different stop-word lists pairwise. The Wilcoxon
signed-rank test is used.

By the 'better quality of a stop-word list’ or ‘'more
suitable list’, we mean the following. Consider two
stop-word lists - list A and list B. If, when exploiting
list A, the keyphrase extraction algorithm performs
better in terms of evaluation in F1g.e compared
to the same algorithm using stop words from list
B, then we assert that stop-words list A has better
quality and is more suitable.
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Table 2. Datasets description: "k.p. per text” = average number of keyphrases per text in the subset, "pr.” = present
(indicate what % of keyphrases from references appear in the document), ch. = characters

Datasets num. of doc. doc. descriptions assigned by k.p. per text pr. %

INSPEC domains: Computers and Control and Information Technology

train 1,000 title+abstract reader 9.79 78.00

validation 500 title+abstract reader 9.15 77.96

test 500 title+abstract reader 9.83 78.70

SemEval (TA) domgins: Distribut.ed Systems, Informa}tion Searchapd Retr.ieval, Distributed.ArtificiaI
Intelligence - Multiagent Systems, Socialand Behavioral Sciences - Economics

train 144 title+abstract reader+author 15.44 42.16

test 100 title+abstract reader+author 14.66 40.11

kp20k domains: Computer Science

test 20,000 title+abstract author 5.28 58.40

validation 20,000 title+abstract author 5.27 58.20

dP:;n::td test domain: Biomedical

first 500 doc. 500 title+first 1,200 ch.  author 5.40 84.54

last 500 doc 500 title+first 1,200 ch.  author 5.40 84.54

g:tgi;':‘ed test domains: Biomedical

first 2,000 doc. 2,000 title+abstract author 5.22 66.59

second 2,000 doc. 2,000 title+abstract author 5.22 66.59

2.4 Datasets

All test collections contain short texts and are
from a scientific domain. We rely on PKE built-in
well-known datasets. All collections are taken
from a single repository that PKE works with .
These include:

— INSPEC 2 [19]: as test collections we use
“"test” and “validation” subsets. There are 500
scientific publication titles with abstracts in each
subset with uncontr (reader) manually assigned
reference keyphrases.

— SemEval2010 2 [22] dataset with 100 full texts
in the "test” subset and 144 full texts in the
"train” subset. Both subsets for each text have
combined manual author- and reader-assigned

Thuggingface.co/taln-Is2n
2huggingface.co/datasets/taln-ls2n/inspec
Shuggingface.co/datasets/taln-Is2n/semeval-2010-pre
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keyphrases as reference keyphrases. We
exploited the SemEval2010 dataset in the
following format. SemEval2010(TA) includes
only titles and abstracts of articles, making it
similar to the INSPEC collection.

— kp20k “ [28]: “test” and “validation” subsets
were used for evaluation. Each subset includes
20,000 abstracts with titles from scientific
articles with author-assigned keyphrases.

— Pubmed ° [32]: dataset contains 1,320 articles
with full text and author-assigned keyphrases.
Titles are separated from full texts but abstracts
are not. For each text, we took the title and the
first 1,200 characters of the full text, assuming
that in this way we would be able to use most of
the abstracts. We created two subsets: the first

4huggingface.co/datasets/taln-ls2n/kp20k
5huggingface.co/datasets/taln-ls2n/pubmed
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subset includes the first 500 documents from the
database and the the second subset consists
of the last 500 texts from the database. These
subsets have no intersection.

— KPBiomed® [18]: "test” subset of this dataset
includes 20,000 abstracts and titles with
author-assigned keyphrases. We created two
subsets from "test”. the first subset includes
the first 2,000 texts from the database and the
the second subset consists of the second 2,000
documents from the database. These subsets
have no intersection. We chose this subset
size because processing a collection of 20,000
documents across all experiments takes quite a
long time.

The first three collections contain texts primarily
from Computer Science, while the latter two
contain texts from the domain of Biomedicine.
From the same repository where these collections
are available, we took statistics, which are
combined into a Table 2.

3 Experiment Description and Results

In this section, we will compare how different
stop-word lists affect the quality of the keyphrase
extraction algorithms. Standard and extended
stop-word lists will be used. Before we move on
to the description of the experiment, consider the
methods for building extended stop-word lists.

3.1 Extended Stop Word Lists Extraction

There are only two algorithms in RAKE [31] and
in our research [30] for automatic extraction words
that are too common to be a part of a keyphrase.
In both articles, these words act as delimiters
between phrases. In experiments, we exploited
these words in the same way as stop words
and we call them: extended stop words. Both
algorithms [31] and [30] in original papers extract
additional stop words (phrase delimiters) using the
same source: INSPEC "train” documents set [19].
Therefore, the extended stop word lists obtained
by each approach differ only due to the differences
between the methods used to extract these lists.

8huggingface.co/datasets/taln-Is2n/kpbiomed

3.1.1 Phrase Delimiters Extraction in RAKE

RAKE is one of the most rapid algorithms. The
authors proposed a method for extracting words
that act as phrase delimiters. RAKE uses
them together with other phrase delimiters, e.g.
punctuation or common stop words, to split the
longest sequences of continuous words that are
extracted as candidates.

A phrase delimiters list is created based on the
INSPEC train dataset [19]: the set of documents
with labeled keyphrases. The method picks words
with a document frequency higher than a threshold
df>10 that occur more frequently as adjacent
to keyphrases than within them and appends
these words to the delimiters list. The obtained
delimiters list merged with standard stop words we
call ’ZRAKE-PD”.

The obtained list of delimiters improves
RAKE'’s performance on the INSPEC test dataset
compared to using the Fox stop words [31].
Examples of words from this list: "the, and, of, a,
in, is, for, to, we, this, are, with, as, on, it, an, that,
which, by, using, can, paper, from, be, based, has,
was, have, or, at, such, also, but, results, proposed,
show, new, these, used, however, our, were, when,
one, not, two, study, present, ...”(this list is the first
part from example in the original paper [31]).

3.1.2 Extended Stop-word List Extraction:
Alternative Approach

We suggested another way to extract extended
stop words for keyphrase extraction [30].
Keyphrases are extracted as longest sequences
of contiguous nouns and adjectives split at phrase
delimiters: punctuation, extended, and common
stop-word positions. There is no ranking step
in [30]. Here the extended stop-word list is built
based on a set of documents annotated with
keyphrases (based on the INSPEC train dataset
similar to RAKE).

The approach iterates over a set of nouns
and adjectives in the training dataset vocabulary.
It measures the Fige increase in performance
produced by the keyphrase extraction algorithm on
INSPEC ftrain if this current word is considered as
a stop word.
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Table 3. Evaluation of keyphrase extraction approaches exploited different stop-words lists in terms of F'15cor.@10. "SW
list” = Stop-Word list name. The best results are highlighted in bold. The second-highest results are marked in italics
with *. ESW = ExtentedSW list, RAKE = RAKE-PD list

SWlist— > NLTK ESW RAKE Fox Smart NLTK ESW RAKE Fox Smart

INSPEC test validation

FirstPhr. 28.48  30.09 28.66 28.40 *28.75 28.75 29.37 26.70 28.25 *28.78
TextR. 34.78 37.26 35.64 3539 *36.15 33.60 35.12 32.62 33.49 *34.68
SingleR. 34.77  36.51 35.23 35.03 *3566 33.90 34.92 32.44 33.65 *34.56
TopicR. 28.43 29.56 27.65 28.45 * 28.52 27.78 28.51 25.90 27.47 *27.91

Multipar.R. 29.34  30.47 28.71 *29.38 29.37 28.82 29.64 27.35 28.76  *29.20
PositionR.  33.48  34.83 33.38 33.47 *34.05 33.09 33.82 31.30 3287 *33.66
TopicalPR. 34.44  36.28 35.14 3488 *3531 3354 *34.15 31.88 33.43 34.32

Ti-Idf 3546  36.29 34.36 3524 *3572 3371 *34.22 31.99 33.80 34.41
KP-Miner 33.81  35.07 33.99 3452 *34.94 3262 *3349 31.10 32.90 33.61
YAKE 35.08 36.00 34.06 34.78 * 3549  33.60 33.96 31.32 3298 *3382
SemEval2010(TA) test train

FirstPhr. 1537 16.61 * 1546 1594 1540 * 1711 17.74 16.47 16.63 16.56
TextR. 13.95 *1584 16.23 14.99 15.13 16.01 1758 *17.20 16.25 15.95
SingleR. 17.38 18.40 *17.93 17.80 18.30 18.00 19.31 *18.68 18.35 17.99
TopicR. 14.79  15.06 1435 *14.91 14.81 16.40 17.04 1597 * 1645 15.95

Multipar.R. 15.38  16.06 1482 * 1595 15635 *17.27 18.24 16.51 17.03 16.88
PositionR. 17.58  18.22 17.04 17.80 *18.00 18.94 2029 *79.81 19.11 18.40
TopicalPR. 16.82 18.10 * 1728 17.84 17.83 18.26 19.56 * 1861 18.54 18.17

Tf-1df 16.35 16.83 15.82 *16.64 16.27 *18.61 19.12 18.12 18.12 17.79
KP-Miner 1722 1788 * 1754 17.59 17.53 18.56 19.63 18.53 18.40 * 18.66
YAKE 18.64 * 1855 17.10 18.43 18.38 19.63 * 1949 18.76 19.46 19.33
kp20k test validation

FirstPhr. 13.50 13.99 13.42 * 13.66 13.53 13.58 14.13 13.55 *13.74 13.63
TextR. 10.01 10.95 10.95 10.60 10.49 10.18 11.11 *11.05 10.85 10.75
SingleR. 1252 13.16 1291  *13.00 12.92 12.64 13.31 13.01 *13.177 13.06
TopicR. 11.97 1235 1191  *1217 12.06 12.00 12.41 11.92 *1219 12.09

Multipar.R. 13.55 13.95 13.40 * 1377 13.66 13.60 14.02 13.42 *13.78 13.66
PositionR. 14.08 14.57 1417 *14.38 14.33 14.10 14.65 1419  * 1445 1437
TopicalPR. 12.80 13.40 13.18 *13.28 13.19 12.95 13.58 13.27 * 1344 13.33

Tf-Idf 1214 12,64 * 1252 1249 12.46 12.27 1280 * 71259 12.60 12.59

KP-Miner 14.05 14.46 14.03 *14.30 14.29 14.26 14.66 14.11 * 14.51 14.46

YAKE 14.68 15.08 14.60 *14.88 14.81 1475 15.22 1464 *14.95 14.89

If a given improvement exceeds the threshold This final stop-words list we
h (h=0.0001), the word is labeled as a stop word. call ”ExtendedSW”. Examples of words from
After every word is iterated, all words labeled this list: “entire, results, various, extensions, input,
as stop words are added to the final extended main, many, number, different, way, available,
stop-word list as well as standard stop words large, certain, ...” (this list is the first part from the
from NLTK. original paper [30]).

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1449-1459
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Table 4. Evaluation of keyphrase extraction approaches exploited different stop-words lists in terms of F'15cor.@10. "SW
list” = Stop-Word list name. The best results are highlighted in bold. The second-highest results are marked with an

underscore. ESW = ExtentedSW list, RAKE = RAKE-PD list

SW list— > NLTK ESW RAKE Fox Smart NLTK ESW RAKE Fox Smart
Pubmed first 500 doc. last 500 doc.

FirstPhr. 1471 * 1545 16.39 1483 14.89 1574 *16.19 16.55 15.66 15.83
TextR. 7.55 *8.20 8.68 8.03 7.98 8.20 8.47 8.92 8.38 *8.55
SingleR. 11.73 * 1240 1271 11.96 11.87 1237 *13.25 13.45 12.74 12.78
TopicR. 14.04 14.02 14.74 *14.31 1421 1437 14,52 14.43 1429 *14.44
Multipar.R. 15.81 *16.15 17.07 16.09 1598 16.32 16.84 *16.75 16.28 16.24
PositionR. 1457 *15.18 15.88 14.84 14.81 15.12 *15.70 16.09 15.31 15.45
TopicalPR. 12.15 *12.74 13.21 12.61 1259 1277 * 1345 13.98 13.07 13.17
Ti-Idf 1592 *16.38 16.83 16.11 16.16 16.34 * 1659 16.93 16.30 16.58
KP-Miner 1649 *16.59 16.82 16.38 16.48 16.97 17.05 17.31 17.04 *17.15
YAKE 16.05 *16.61 17.42 16.09 16.35 16.46 *16.96 17.22 16.60 16.75
KPBiomed first 2000 doc. second 2000 doc.
FirstPhr. 1572 *16.26 16.42 1574 1592 1560 *16.22 16.26 15.63 15.69
TextR. 6.91 *7.57 7.92 7.54 7.26 6.92 *7.63 7.84 7.32 7.30
SingleR. 10.95 *11.44 11.77 11.43 1129 1115 *11.91 12.21 11.63 11.56
TopicR. 1349 *13.94 14.06 13.80 13.76 1341 *13.72 13.75 13.62 13.61
Multipar.R. 1571 *16.10 16.28 15.93 15.86 15.77 * 16.19 16.22 16.00 15.91
PositionR. 13.84 *14.38 14.66 1422 1410 1429 *14.80 15.11 14.61 14.59
TopicalPR. 11.10 *11.73 12.09 1153 1143 1123 *12.15 12.16 11.79 11.71
Tf-1df 15.83 *16.06 16.24 16.05 16.00 16.08 16.31 16.44 *16.37 16.35
KP-Miner 16.68 *16.95 17.09 16.79 16.75 16.70 16.86 17.00 *16.91 16.87
YAKE 15.88 *16.34 16.54 16.18 16.10 16.19 *16.69 16.73 16.51 16.42

3.2 Different Stop-word Lists Comparison
3.2.1 Experiment Description

We examined the impact of various stop-word
lists on the performance of keyphrase extraction
methods. We took the standard stop-word
list from the NLTK, as well as the FOX’ and
SMART? stoplists previously tested in the domain
of keyphrase extraction, and extended stop-word
lists referenced in [31] RAKE (RAKE-PD) and
in [30] (ExtendedSW). Each stop-word list was
exploited in the work of each of the 10
unsupervised keyphrase extraction algorithms:
TextRank, SingleRank, TopicRank, PositionRank,
TopicalPageRank, MultipartiteRank, FirstPhrase,

7github.com/aneesha/RAKE/blob/master/FoxStoplist.txt
8github.com/aneesha/RAKE/blob/master/SmartStoplist.txt

Tfldf, KP-Miner, and YAKE. Table 3 and Table 4
presents the results for each dataset. We
conducted the Wilcoxon signed-rank tests to check
whether some specific stop-word lists statistically
significantly improved the quality of the algorithms
compared with exploiting other stop-word lists.

3.2.2 Results and Discussion

The results presented in Table 3 and Table 4 allow
us to draw the following conclusions.

— On all five datasets, the extended stop word
lists help the algorithms achieve the best results
(there are only several exceptions). On the first
three datasets, the best algorithm performance
is achieved with the ExtendedSW list (ESW).

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1449-1459
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On the remaining two datasets, the
RAKE-PD list outperforms ExtendedSW;
however, ExtendedSW consistently remains the
second most effective for these collections.

— The ExtendedSW stop word list allows
algorithms to achieve the highest results for
datasets related to the field of Computer
Science, with only a few exceptions across
all experiments. In the case of datasets from
the Biomedical Sciences, the ExtendedSW list
almost always vyields the second-best results
compared to the RAKE-PD stop word list.

In other words, the ExtendedSW list
consistently shows the best or second-best
quality in nearly all experiments (except for 5
cases out of 100). The RAKE-PD stop word
list enables algorithms to achieve the highest
results on the two datasets from the field
of Biomedicine, but in most cases, on three
Computer Science datasets, this stop word list
performs worse than the SMART or FOX lists.

Therefore, we assume that the ExtendedSW
list generally performs better than the
RAKE-PD. Additionally, note that RAKE is
a patented algorithm.

— The results obtained for stop-word lists on
different subsets of the same datasets are
closely similar. We can assume that an optimal
stop word list for a given type of text can be
selected using a subset of such texts for which
reference keyphrases are available.

— On average, across all combinations of datasets
and algorithms, ExtendedSW improves the
performance of keyphrase extraction algorithms
by 4% compared to the commonly used NLTK
stop-word list. ~ When considering only the
datasets related to Computer Science, this
improvement is 4.5%.

ExtendedSW improves the performance of
the algorithms in 98 out of 100 experiments.
Compared to NLTK, the RAKE-PD list improved
the performance of keyphrase extraction
algorithms by 6% on Biomedical datasets.
However, in more than half of the experiments on
the datasets from Computer Science, exploiting
RAKE-PD did not improve keyphrase extraction.
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Here, RAKE-PD falls behind ExtendedSW.

We conducted statistical tests to demonstrate
that the results obtained on each Computer
Science dataset using the list ExtendedSW
statistically significantly improved algorithms’
results achieved with the other stop-words lists:
NLTK, FOX, SMART, and RAKE-PD. The Wilcoxon
signed-rank test was used. The statistical test
revealed statistically significant differences at the
p-values 0.01 or 0.05 in all cases except one.

It is the comparison case with SMART
list on the INSPEC “validation” subset where
p-value=0.08. All other cases indicate that
using the list ExtendedSW statistically significantly
improved algorithms’ results obtained with the
other stop-words lists. The same for the RAKE-DP
stop words on Biomedical datasets.

4 Conclusions

This work aimed to compare different stop-word
lists and their impact on the keyphrase extraction
domain. We compared standard and extended
stop-word lists. We want to highlight that
researching methods for constructing and using
extended stop-word lists deserves attention.
Experiments with 10 different unsupervised
keyphrase extraction algorithms on 10 subsets
from 5 different datasets show that extended
stop-word lists allow the algorithms to achieve the
best performance.

Obtained results show that the stop-word lists
that allow keyphrase extraction algorithms to
achieve the highest performance are very similar
across different subsets of the same datasets.
Additionally, we observed that the choice of a
stop word list depends on the domain. For all
datasets related to Computer Science, the best
algorithm performance was achieved using the
same extended stop-word list.

For Biomedical datasets, a different extended
stop-word list proved to be the most suitable,
but it was the same list across all Biomedical
datasets. = We assume that if we know the
type of texts from which keyphrases need
to be extracted, we can select the most
appropriate stop-word list. On the domain-specific
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datasets used in this study, extended stop-word
lists enabled keyphrase extraction algorithms to
achieve maximum performance, improving their
quality by an average of 4.5% to 6%, with some
algorithms showing up to a 16% improvement
compared to using the standard NLTK stop-word
list. These improvements justify the development
of approaches for the automatic extraction of
extended stop-word lists for keyphrase extraction

tasks.

The results also allow us to assume

that the extended stop word list ExtendedSW is
a good alternative to the extended stop words
(phrase delimiters) extracted in the patented
RAKE algorithm.
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