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Abstract. Today's cloud-based systems, often called 
Cloud Computing, require robust Prescriptive Analytics 
to optimize the efficacy of Decision-Making processes. 
This study addresses the problems facing Prescriptive 
Analytics by implementing a fresh approach that utilizes 
Deep Auto Encoder Optimisation. The lack of 
approaches integrating Cloud Computing - Prescriptive 
Analytics systems with Deep Autoencoder optimization 
creates a field of study. Such methods make this an 
issue. Our strategy leverages Deep Autoencoders to 
uncover complex patterns and correlations from various 
datasets, improving the precision and effectiveness of 
Cloud Computing - Prescriptive Analytics systems. The 
outcome indicates that the DM procedures were greatly 
improved because of the substantial quantity of research 
and validation that has to be performed, which proves 
that the technique is effective. In addition to resolving the 
problems with Cloud Computing- Prescriptive Analytics, 
Decision-Making process optimization paves the way for 
potential improvements in Artificial Intelligence-powered 
decision support systems. 

Keywords. Cloud-based systems or cloud computing, 
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1 Introduction 

The development of Cloud Computing (CC) has 
resulted in a modern phase of data-driven 
Decision-Making (DM) [1]. When implemented in 
cloud settings, standard analytics methodologies 
encounter challenges due to the complex and 
dynamic nature of CC [2].  

Optimizing the outcomes of decisions is an 
evident objective of effective Deep Autoencoder 
(PA) in these circumstances [3].  

The challenges of handling enormous, 
heterogeneous data complexities within cloud 
environments might exceed the current 
approaches' capabilities [4]. 

This is particularly valid in the case of decision 
support. Maintaining the dynamic nature of CC is 
challenging due to the limitations of conventional 
analytics methodologies [5].  

There are several methods available to address 
those limitations. New and innovative methods are 
required to overcome those risks and thereby 
enhance the effectiveness and precision of PA [6]. 
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The current situation is the absence of 
methodologies that can rapidly integrate complex 
optimization methods into cloud-hosted PA 
systems [7, 8, 9]. This study presents a technique 
to identify complex correlations and patterns in 
data stored in clouds to meet the demand. 
Improving DM processes and addressing 
shortcomings in PA that are presently offered on 
cloud services. 

Our proposal offers an innovative approach to 
decision support systems by bringing DAE 
optimization methods into the CBA (Cloud-Based 
Analytics) realm. This work contributes to 
establishing the foundations for future 
improvements in Artificial intelligence-driven cloud-
based PA. 

This research has benefits over its initial 
application. The goal of this study is to determine 
new methods that can be applied to maximize 
outcomes of decisions in the dynamic and 
constantly evolving field of CC by using. 

2 Related Works 

Previous studies examined several aspects of 
cloud-based PA, emphasizing this ever-evolving 
subject's potential advantages and risks [10]. 
Conventional analytics techniques have found that 
conventional methodologies cannot handle the 

dynamic CC complexity [11]. The results of these 
studies [12] have highlighted the importance of 
creating novel strategies to improve cloud-based 
DM procedures. 

Numerous studies were carried out on the 
complexity of big datasets in cloud environments, 
and the difficulties encountered in extracting 
pertinent information were reported [13]. New 
methods are established as an outcome of a study 
into how standard analytics cannot handle the 
specifics of information stored in the cloud [14, 15]. 

To obtain the greatest possible optimization 
outcomes, scholars have looked into several 
cutting-edge methodologies, one of which is DAE 
optimization. These research results show how 
much Auto Encoders (AEs) can be used to uncover 
relationships and patterns in various datasets. 
Despite this, there is still no research on integrating 
these optimization strategies into cloud-hosted PA 
systems [16, 17, 18, 19, 20]. 

The literature highlights the importance of 
broadening current perspectives to find new 
applications for cloud-based decision support 
systems. This compilation of significant 
publications provides the foundation for the current 
investigation by providing a structure for 
comprehending the state of the art and limitations 
in cloud-based PA. 

3 Proposed Method 

To get around the drawbacks of standard PA in 
CC, the suggested methodology offers an original 
approach incorporating DAE optimization. As 
shown in Figure 1, the principal objective is to 
improve DM by using DAEs to obtain complex 
correlations and patterns from large datasets 
saved in the cloud. 

Preprocessing is done on several datasets to 
prepare them for integration into the DAE 
framework. To provide a more complete image, the 
deep autoencoder is specifically intended to obtain 
and encode the hidden properties of the input. The 
AE utilizes an iterative approach to its settings to 
accurately repeat the input information and identify 
significant patterns. Once the DAE has finished 
training, the encoded patterns by the PA 
architecture will be. Information that up is put into 

 
Fig. 1. Proposed method 
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decision-making models, wich makes the models 
more accurate and effective. 

The system can adapt and learn to overcome 
the challenges of utilizing typical analytics 
approaches with cloud-based data through deep 
autoencoder optimization. The methodology offers 
an efficient framework that facilitates maximizing 
the outcomes of cloud environment decisions. This 
approach enhances PA by employing DAE 
optimization to a novel level. Cloud-based systems 
offer greater adaptability support for decisions in 
an ever-evolving technology environment. 

3.1 Preprocessing of Datasets 

To gather several distinct datasets to use in the 
remaining study sections. The preprocessing 
enhances the data quality and compatibility with 
other data, preparing it for usage. Several methods 
are used in this step, such as FE (Feature 
Engineering), data normalization, and 
data cleaning. 

Cleaning up datasets containing errors, 
inconsistencies, or incorrect values is necessary. 
The data used for evaluation will be reliable and 
precise during the above process. The scale of 
several distinct features in the ensuing studies 
through normalization procedures. This is carried 
out to maintain the uniformity and avoid the 
appearance as the dominant factor. FE is a crucial 
part of the preprocessing stage. 

It is creating or adjusting features to improve the 
dataset's representational ability. The second 
phase aims to extract pertinent data and patterns 

to improve the effectiveness of analytical 
processes. A crucial initial stage in the method that 
has been discussed is the construction of many 
datasets before moving forward with input data to 
the DAE framework. 

This enhances the overall efficiency of the PA 
architecture so that the datasets are enhanced, 
well-organized, and ready for the upcoming 
encoding and optimization procedures. A 
simplified representation of a real-world E-
commerce dataset, including details on product 
features, consumer characteristics, and other data, 
is provided in Table 1. 

3.2 Deep Autoencoder Architecture 

An NN (Neural Network) architecture called the 
DAE was created to create feature representations 
and learn unconventionally. This system combines 
an MLE (Multi-Layer Encoder) and an MLD (Multi-
Layer Decoder).  

The encoder must compress the input 
information into a representation with fewer 
dimensions and then restore it to its initial state by 
the decoder. The DF (Deep Feature) suggests that 
there may be a lot of hidden layers in both the 
encoder and the decoder. 

This must be executed since the network needs 
to learn intricate hierarchical features. Every layer 
that comes after this gathers increasingly more 
abstract qualities than the one that came before it. 
This is carried out to enable the autoencoder to 
identify complex patterns in the input information. 

Table 1. Description of the real-world dataset 

Transaction_I
D 

Customer_I
D 

Product_I
D 

Purchase_Quanti
ty 

Purchase_Amou
nt 

Recommendation_Sco
re 

1 C1001 P001 2 $50.00 0.85 

2 C1002 P003 1 $30.00 0.72 

3 C1003 P002 3 $90.00 0.93 

4 C1004 P005 1 $25.00 0.68 

5 C1005 P004 2 $60.00 0.79 

6 C1006 P001 1 $25.00 0.64 

7 C1007 P003 2 $60.00 0.88 

8 C1008 P006 1 $40.00 0.75 

9 C1009 P004 3 $90.00 0.91 

10 C1010 P002 1 $30.00 0.7 
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To reduce the dimensionality of the received 
information, the encoder modifies the input in 
several ways. The critical data regarding the input 
is stored in the latent space, which serves as 
another name for the compressed representation. 

After that, the decoder will employ data to 
reconstruct the input, undoing the 
preceding  process.  

A particular approach that helps the network 
learn to acquire a compact and accurate 
representation is to minimize the difference 
between the input and the reconstructed output 
throughout the training phase of the DAE. 

This method works effectively for 3 distinct 
purposes: FL (Feature Learning), NR (Noise 
Reduction), and DC (Data Compression). The 
suggested approach focuses significantly on the 
DAE framework. This approach improves the 

different datasets organized in cloud-based 
systems, which helps PA succeed. 

3.3 Deep Auto Encoder Architecture for 
Prescriptive E-commerce Analysis 

The DAE Structure is based on a complex NN 
framework for unsupervised learning and is suited 
for prescriptive e-commerce research. This 
framework presents the encoder and decoder 
mechanisms for efficiently recording and 
transmitting such complicated structures. In e-
commerce-related information, those complicated 
patterns are detected through mechanisms. 

During the abovementioned procedures, AE 
plays an important part in this setting as it utilizes 
enormous hidden layers. Obtaining various 
information from the e-commerce data collection 
with a hierarchical feature through the learning 
procedure of the networks. By the outcomes of the 
systematic compression of the input data, the 
encoder created the smaller dimensions of the 
latent space, as it remains and also sustains the 
important features needed for PA. 

Input to Hidden Layer 1: ℎ�1� = ����1� ⋅ 
 + ��1�
, 

Hidden Layer � to Hidden Layer � + 1: ℎ�� + 1� =
����� + 1� ⋅ ℎ��� + ��� + 1�
, 

Latent Space: � = ������ ⋅ ℎ�� − 1� + ����
, 

Hidden Layer � to Hidden Layer � − 1: ℎ�� − 1� =
������ ⋅ � + ��� − 1�
, 

Hidden Layer � to Hidden Layer � − 1: ℎ�� − 1� =
������ ⋅ ℎ��� + ��� − 1�
, 

Output Layer: 
� = ����1� ⋅ ℎ�1� + ��0�
, 

where: 

− 
 represents the input data. 

− ���� and ���� are the weights and biases of layer �. 

− ℎ��� denotes the output of the hidden layer �. 

− � is the representation in the latent space. 

− 
′ is the reconstructed output. 

− � represents the activation function. 

Algorithm explanation: Several data sources 
are needed for e-commerce predictive analytics. 
Data from external sources, social media, 
clickstreams, and transactions are all examples of 
what might be considered such sources. Customer 

Algorithm 1. Deep Autoencoder for Prescriptive 
Ecommerce Analysis 

Input: X: E-commerce dataset with product and 
customer information. 
Output: X': Reconstructed output. 
Parameters: 

L: Number of hidden layers. 
σ: Activation function. 
α: Learning rate. 
λ: Regularization parameter. 
ϵ: Convergence threshold. 
Imax: Maximum number of training iterations. 

1. Initialize the weights W(i) and biases b(i) 
for each layer i. 
2. Choose the activation function σ for the 
hidden layers. 
// Forward Pass: 
3. For each input x, compute the output of 
each hidden layer using the activation function 
4. Compute the latent representation z 
5. For the decoder, compute the output of 
each hidden layer 
//Backward Pass: 
4. Compute the reconstruction error 
5. Compute the gradients for weights and 
biases using backpropagation. 
6. Update weights and biases using gradient 
descent 
7. Repeat steps 3 and 4 until convergence or 
reaching the maximum number of iterations. 
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orders, purchase histories, and inventory levels are 
all examples of transaction data. 

Depending on the demand, descriptive analysis 
may be used alone or in conjunction with other 
approaches and methodologies to get the best 
result for decision-making.  

Organizations may learn the effects of changes 
on future performance using descriptive and 
predictive analytics. The decision-making skills of 
cloud-based e-commerce systems have been 
greatly enhanced since the deployment of 
prescriptive AI methods in deep 
autoencoder  architecture. 

4 Performance Evaluation 

The performance of the suggested techniques in 
cloud-based e-commerce is presented in Table 2 A 
cluster of high-execution servers with features like 
multi-core processors, sufficient memory, and 
rapid storage are employed for the simulations.  

This is to ensure the well-organized procedure 
of enormous e-commerce datasets. The simulation 
tool considered a range of elements, such as 
varied transaction loads, diversified product 
catalogues, and changing client habits inside 
cloud-based systems to attain accuracy. 

A series of vital metrics can be employed to 
evaluate the entire efficiency of the suggested 
method, such as duration of processing, resource 
utilization, and decision accuracy. Based on the 
accuracy of the decisions, an analysis of the PA 
framework's performance in improving e-
commerce decisions was carried out [21]. 

The suggested methodology's efficacy in 
managing various datasets inside cloud settings 
was measured via processing time. Metrics for 
resource utilization are employed to deliver a 
perspective of the strategy's computational 
efficacy [22]. 

The suggested strategy was contrasted with 
existing approaches, including time-dependent 
parameters, reactive programming, and the CKAN 
cloud. These standards are employed in every 
aspect to evaluate the suggested approach’s 
effectiveness in depth. Metrics like processing 
duration and resource consumption can be 
analyzed to determine the strategy’s 

Table 2. Performance of techniques 

Parameter Value 

Dataset Size 
100,000 - 1,000,000 
transactions 

Number of Features 
Varies based on 
product attributes 

Latent Space 
Dimension 

50 - 100 

Number of Hidden 
Layers (L) 

3 

Activation Function ReLU 

Learning Rate 0.001 

Regularization 
Parameter (λ) 

0.001 

Convergence 
Threshold 

0.0001 

Maximum Iterations 200 

 
Fig. 2. Accuracy 

 
Fig. 3. Precision 
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computational effectiveness. Decision accuracy, 
on the other hand, shows how well the model 
improves e-commerce decisions. These scenarios 
provide various dataset dimensions, latent space 
sizes, and other factors pertinent to cloud-based e-
commerce systems. Comparing the prescriptive AI 
strategy to other approaches like reactive 
programming, CKAN cloud, and time-dependent 

parameters, the experiment results (figure 2-6) 
indicate a significant improvement in efficiency. 

Prescriptive artificial intelligence consistently 
beat the other methods during the 1000 iterations 
regarding accuracy, precision, recall, and F-
measure. Compared to CKAN Cloud, the deep 
autoencoder optimization successfully gathered 
complicated patterns inside the e-commerce 
datasets. This was demonstrated by a 25% 
improvement in decision accuracy. 

Compared to reactive programming and time-
dependent parameters, the offered method 
reduced the amount of time required for processing 
by approximately 30%, which is a substantial 
improvement. The performance of these systems 
has been significantly enhanced through the 
utilization of the deep autoencoder architecture for 
the purpose of managing a variety of datasets in 
cloud-based e-commerce systems 

A considerable 20% reduction in resource 
utilization proves that the proposed strategy is 
effective in optimizing the usage of computing 
resources. The fact that these enhancements are 
considered demonstrates that the Prescriptive AI 
method is a powerful and effective way to improve 
the decision-making process in e-commerce. As 
demonstrated by the percentage improvements 
across a variety of indicators, the technology has 
the potential to significantly enhance cloud-based 
prescriptive analytics, which will ultimately result in 
decision assistance that is both more effective and 
more precise in e-commerce settings. 

5 Conclusion 

Cloud-based e-commerce systems have seen a 
significant improvement in their decision-making 
capabilities, attributed to the implementation of 
deep autoencoder architecture within the 
prescriptive AI method.  

As a result of extensive experimentation and 
comparison with CKAN cloud, Reactive 
programming, and Time-dependent Parameters, 
amongst other approaches, the Prescriptive AI 
method routinely outperforms existing 
methodologies regarding accuracy, precision, 
recall, and F-measure. 

The technique outperforms CKAN Cloud by 
about 25% in decision accuracy, indicating the 

 

Fig. 4. Recall 

 

Fig. 5. F-measure 

 

Fig. 6. Processing time 
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technique's efficacy. To do this, complex patterns 
in e-commerce datasets are captured. 

When considering reactive programming and 
time-dependent parameters, it is remarkable that 
the suggested method can reduce processing time 
by thirty per cent. This improvement in efficiency, 
indicating the DAE architecture's ability to handle a 
range of datasets, is thought to be the result 
of its use. 

Furthermore, the approach reduces resource 
use by about 20% while increasing processing 
effectiveness. Upon comprehensive analysis, the 
outcomes demonstrate that the Prescriptive AI 
approach is a potent and effective tool that may be 
employed to improve PA inside cloud-based e-
commerce settings. 
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